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Abstract—Designing energy-efficient beamformers is a major
challenge to the deployment of battery-powered devices trans-
mitting short data packets at millimeter-wave frequencies. In
general, directly maximizing energy efficiency will not meet the
stringent reliability requirements of certain Internet-of-Things
applications. We focus on designing analog beamformers in a
device-to-device setting under short packets, a finite encoder set,
and imperfect channel knowledge. To guarantee the required
error decoding performance, a two-step procedure is proposed
such that beamformers are designed to minimize the power
consumption subject to reliability constraints under worst-case
channel estimation errors, and then the channel encoder max-
imizing the energy efficiency is selected. The proposed design
enjoys a moderate loss under practical low-resolution phase
shifters, and exhibits robustness to inaccurate channel estimators,
which is crucial to the tradeoff between energy efficiency and
error decoding performance.

Index Terms—Analog beamforming, energy efficiency,
millimeter-wave communication, short-packet communication,
finite-resolution phase shifters.

I. INTRODUCTION

MULTIPLE-INPUT MULTIPLE-OUTPUT (MIMO) at
millimeter wave (mmWave) bands is gaining consider-

able momentum to satisfy the demanding system throughput
and to alleviate the spectrum shortage of sub-6 GHz bands
[1], [2]. At these frequencies, antenna arrays can be minia-
turized and packed into small devices [3], making mmWave
communications an attractive solution to enable several sensi-
tive use-cases of Internet of Things (IoT) and Machine-Type
Communication (MTC) [4]. In this vein, mmWave MIMO
technologies have been considered to achieve low latency and
high reliability in some connected vehicle applications, such as
autonomous vehicles and pre-crash sensing [5], and to support
the implementation of dual-functional radar-communication
systems in Internet of Vehicles (IoV) [6]. In the context of
industrial IoT, mmWave communications have been identified
as an enabler for time-sensitive applications, such as smart
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manufacturing and augmented reality [7], [8]. However, the
implementation of digital MIMO systems at these bands poses
severe limitations, due to increased power consumption of the
dense antenna arrays needed to overcome the large path losses
[9], [10]. This is an important drawback for implementing
MIMO processors in battery-powered IoT/MTC devices.

A popular approach to reduce power consumption is to
implement fully analog [11]–[13] or hybrid analog-digital
beamforming strategies [10], [14]–[16], which permit reduc-
ing the number of radio-frequency (RF) chains and power-
expensive analog components. In this paper, given the low-
complexity hardware requirements of IoT/MTC devices [4],
fully analog architectures are adopted as they offer a good
performance-complexity tradeoff [17].

A. Motivation and Related Works

Whereas beamformer design in mmWave systems is typ-
ically cast as the maximization of attainable rate, energy
efficiency (EE)-oriented designs may be preferable in order
to account for power consumption. EE is defined as the ratio
of information throughput to power consumption [18], and
has been addressed in the literature from different points of
view, e.g., indirectly, by configuring the RF front-end to reduce
the power consumption [19]–[22], or by directly maximizing
EE either with fully analog [12] or hybrid analog-digital
architectures [23]–[26].

The aforementioned works hinge on two key assumptions:
(i) arbitrarily long data packets (which incur an increased
system latency); and (ii) an infinite set of channel encoders
(which permits selecting any feasible coding rate). These
may be questionable in realistic IoT/MTC scenarios [27],
[28]. For instance, ultra-reliable low-latency communication
(URLLC) stands nowadays as the paradigm that accounts
for time delivery constraints [29]: URLLC operates with
short packets, wherein channel capacity does not appropriately
reflect system performance [30], [31]. Due to their importance
in IoT/MTC settings, short-packet communications have gar-
nered substantial interest in recent years, in terms of, e.g., low-
complexity reliable channel coding schemes [32], or digital
beamforming and resource allocation solutions [33]. Closer
to our work, [34] recently proposed a hybrid precoder design
maximizing the achievable rate and minimizing the decoding
error probability, assuming an infinite encoder set, and [35]
improves [34] by incorporating per-user Quality-of-Service
(QoS) constraints. However, both [34] and [35] overlooked the
interplay between EE and decoding error probability, which
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is crucial at mmWave frequencies, since severe path losses
reduce the operating Signal-to-Noise Ratio (SNR) and can
compromise the reliability.

It is important to realize that in URLLC applications there
is a threefold tradeoff between EE, reliability, and latency
[28]. If analog beamformers are obtained with the sole goal
of maximizing EE, and given that information throughput is a
function of the Packet Error Rate (PER), the corresponding
design may yield impractical PER values. An illustrative
example is shown in Fig. 1, where the maximum EE design
can only guarantee a PER of roughly 10−1, significantly
below typical reliability requirements for URLLC scenarios
[36] which, according to the 3GPP Release 17 [37], range
between 1−10−3 and 1−10−5; and with some applications
demanding a reliability as stringent as 1−10−9 [38].

B. Contributions
We address the EE-based analog beamforming design for

a point-to-point setting in the finite-blocklength regime, as-
suming that the transmitter is equipped with a finite set
of channel encoders. In contrast to conventional constant-
modulus analog beamforming (CMAB) approaches, we as-
sume the transmitter is not only equipped with switches
and phase shifters (PSs) but also with per-antenna variable-
gain amplifiers (VGAs), similarly to, e.g., [39], [40]. For the
receiver node, a low-complexity architecture consisting of a
phased array is adopted. To satisfy the demanding reliability
requirements and circumvent the limitations illustrated in Fig.
1, transmit and receive beamformers are sought to minimize
power consumption, subject to a maximum PER requirement;
then, EE is maximized through a code allocation policy. It
must be noted that, for a finite set of channel encoders,
minimizing power consumption at a fixed coding rate and
operating PER is approximately equivalent to maximizing
EE when the PER requirement is sufficiently stringent, as in
URLLC scenarios.

Some preliminary results relative to the present problem
were presented in our previous work [42], in which we
considered the analog beamformer design for a single channel
encoder, in terms of minimum power consumption under
perfect channel state information (CSI). However, the applica-
bility of the design from [42] is limited by its computational
complexity and its lack of robustness to CSI errors. Channel
estimation in mmWave bands is a cumbersome task [43],
emphasizing the importance of robust designs [44], [45]. In
analog beamforming, robustness to CSI uncertainty is even
more critical as channel estimators have larger errors [46]
given the necessity of adopting beamspace angle-of-arrival
(AoA) estimators, whose precision depend on the quantiza-
tion bits of finite-resolution PSs and the size of predefined
beamspace codebooks [47], [48].

Our main contributions can be summarized as follows:
• The design of energy-efficient analog transmit and receive

beamformers is cast as a power consumption minimiza-
tion subject to SNR constraints. To account for CSI
errors, we adopt the worst-case SNR model in terms of
mutual information [49], i.e., CSI uncertainty contributes
as an extra noise term degrading the SNR.
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Fig. 1: Maximum-EE analog beamforming performance. Top: PER (as per
[30]) and power consumption (as per [41]) vs. transmit power. Bottom:
EE normalized by system bandwidth vs. transmit power. Setup: transmitter
equipped with a 16-element fully analog array with unquantized phase shifters,
per-antenna variable gain control, and a single channel encoder with rate
R = 1/2 [see (1)]; single-antenna receiver. Packet length: 100 symbols. All
channel paths have the same gain, such that the only design parameter is the
power allocation, and the SNR depends only on transmit power.

• We prove that to attain the reliability constraint, some of
the transmit antennas can be turned off; then, transmit
power across the remaining active antennas is propor-
tional to effective channel gains, except for the strongest
channels which are limited by the per-antenna power con-
straint. To circumvent the non-convexity in determining
the active antennas, we present an efficient cyclic ap-
proach, whose convergence is guaranteed and numerically
illustrated to occur in a few iterations.

• For finite-resolution PSs, exhaustive search over all pos-
sible configurations is avoided by replacing the objective
function by an appropriate lower bound which can be
readily maximized.

• At the simulation level, we evaluate the performance of
the proposed designs and their robustness to CSI acquisi-
tion errors. We discuss the advantages of optimizing the
power and code allocation to improve the EE performance
and the importance of appropriately setting the size of the
uncertainty region to balance the EE-PER tradeoff even
in the presence of slight CSI estimation errors.

C. Organization and Notation

The system model and problem statement are presented in
Sec. II, whereas Sec. III describes the proposed analog beam-
former design. Simulation results are presented in Sec. IV, and
conclusions are drawn in Sec. V.

Notation: Boldface lowercase (resp., uppercase) symbols
denote vectors (resp., matrices). Sets are denoted by calli-
graphic uppercase. AT and AH denote the transpose and
the transpose conjugate of matrix A, respectively. IK is the
K×K identity matrix. ∥·∥F and ∥·∥p stand for the Frobenius
and Lp norms, ⊙ stands for the Schur-Hadamard (element-
wise) product, Q[θ;S] returns the element of S closest to
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Fig. 2: Analog beamforming system model adopted in this work. The transmit
beamformer is composed of switches, phase shifters, and VGAs; the receive
beamformer comprises fixed-gain low-noise amplifiers and phase shifters.

θ (modulo 2π), and NC(µ,Σ) denotes a circular complex
Gaussian distribution with mean µ and covariance Σ.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a point-to-point communication link in the
mmWave band, with a single data stream being transmitted
using short packets. The transmitter is equipped with p en-
coders R .

= {R1, . . . ,Rp}, each of them producing packets
of the same blocklength n. We consider that encoder Rq ∈ R
comprises both the channel code and the constellation mapper;
it maps mq information bits to n symbols with the coding rate

Rq =
mq

n
(info. bits per symbol). (1)

To enable single-stream transmission in a power-efficient
and hardware-saving manner, transmitter and receiver incor-
porate a single RF chain each, and are equipped with fully
analog beamforming architectures with Lt and Lr antennas,
respectively. Each transmit antenna is preceded by an on-off
switch, a PS, and a VGA with maximum output power P .
Each of the Lr receive antennas is connected to a PS via a low-
noise amplifier (LNA), with no individual control on amplitude
gains. The considered models are shown in Fig. 2. The transmit
and receive beamformers are respectively denoted by f ∈ CLt

and w ∈ CLr . The analog implementation imposes constraints
on their entries, i.e., fi ∈ F for 1 ≤ i ≤ Lt, and wj ∈ W for
1 ≤ j ≤ Lr; the feasible sets are given by

F .
=
{
reȷϕ |ϕ ∈ Sf , r ∈ [0,

√
P ]
}
, (2)

W .
=
{
eȷψ |ψ ∈ Sw

}
. (3)

Note that (2) incorporates the associated per-antenna power
constraint, and that wHw = Lr for all w ∈ WLr . The
phase sets Sf , Sw contain the feasible phase values and have
cardinalities |Sf | = 2bt and |Sw| = 2br , where bt, br are the
PS bit-resolutions at the transmitter and receiver, respectively.
We assume that VGA resolution is sufficiently high, so that
they can deliver any output power level in [0, P ].

The mmWave channel is assumed frequency-flat and charac-
terized by matrix H ∈ CLr×Lt . Using pilot signals, each node
obtains a channel estimate Ĥ . The true channel matrix reads
as H = Ĥ +∆, where ∆ stands for the channel estimation
error. For the sake of generality, the only assumption we make
on ∆ is that it belongs to the bounded isotropic uncertainty
set (cf. [50], [51]) given by

E .
=
{
∆ | ∥∆∥2F ≤ δ2

}
, (4)

where the uncertainty level δ2 > 0 defines the radius of E .
The chosen value of δ2 is a designer’s choice that mainly
depends on the adopted channel estimator and the second-
order statistics of the estimation error (see, e.g., [52]).

Let x be the transmitted symbol with zero mean and
variance σ2

x. After combining and frequency downconversion,
the received signal is

y = wHHfx+wHn

= wHĤfx+wH∆fx+wHn, (5)

where n ∼ NC(0, σ
2
nILr ) is the additive noise. The ratio

γ
.
=

σ2
x

σ2
n

is referred to as pre-processing SNR. Following the
guidelines1 from [49], [53], and given that the estimation error
∆ is unknown to both transmitter and receiver, we consider
a worst-case scenario in which the component due to channel
estimation errors, wH∆fx, is regarded as an additional noise
term uncorrelated with the useful signal component wHĤfx.
In this way, the post-processing SNR, i.e., the SNR measured
after receive beamforming, is defined as

Γ
.
=

∣∣∣wHĤf
∣∣∣2 γ

wHw + |wH∆f |2γ =

∣∣∣wHĤf
∣∣∣2 γ

Lr + |wH∆f |2γ . (6)

Under short packets, Shannon capacity does not adequately
reflect the relationship between coding rates, PER, and the
blocklength n. Following [29], [30], for a given PER ϵ and
under Gaussian signaling, each channel encoder Rq ∈ R, with
blocklength n and coding rate Rq , satisfies:

Rq = C(Γ)−
√
V (Γ)

n
Q−1(ϵ) +O

(
log2 n

n

)
, (7)

where C(Γ) .= log2(1 + Γ) is the Shannon capacity, V (Γ)
.
=

(1−(1+Γ)−2)(log2 e)
2 is the channel dispersion, and Q(·) is

the tail probability of a standard Gaussian distribution. From
(7), the PER vs. SNR characteristic of Rq ∈ R reads

PERq[Γ] ≈ Q
(
√
n
C(Γ)−Rq√

V (Γ)

)
, (8)

where Γ is given by (6).

B. Problem Formulation

EE is defined as the ratio of the information throughput τq
achieved by the q-th encoder to the total power Ptot consumed
by the communication process:

EE[Rq,f ,w] =
τq
Ptot

(bits/J). (9)

Some details on τq and Ptot are as follows:
• Information throughput: We assume a packet transmis-

sion time of T seconds and linearly modulated signals
of bandwidth B Hz, with each symbol transmitted over

1As studied in the seminal works [49], [53], a lower bound on the mutual
information is given precisely when channel estimation error is regarded as
an extra noise term uncorrelated with the error-free signal component. Thus,
the adopted approach permits addressing the design of beamformers robust to
the worst-case decoding performance.
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one channel use. Packets are transmitted over n = BT
channel uses, for which the information throughput reads

τq = BRq(1− PERq[Γ]) (bits/s). (10)

• Total power consumption: In the architecture considered,
switches are configured to deactivate transmission to-
gether with the power supply of elements in the same
branch; as in [41], only their power consumption during
switching transition is considered. Then

Ptot = ∥f∥22 + b∥f∥0 + cLr + d, (11)

where: ∥f∥22 is the transmit power; b .= Psw+Pps+Pvga

is the power used by the transmitter analog processing
(switching transition, PS and VGA), and whose specific
value depends on circuitry implementation; c .

= Plna +
Pps is the power consumed by PSs and LNAs at the
receiver; and d .

= Pdac + Padc + 2Prfc is the power con-
sumption of Digital-to-Analog Converter (DAC), Analog-
to-Digital Converter (ADC), and RF chains, respectively.
Note that b, c, d > 0.

To meet the stringent PER requirement in URLLC applica-
tions, we introduce a maximum PER constraint PERq[Γ] ≤ ϵ,
so that the analog beamformer design problem can be cast as

max
w∈WLr ,f∈FLt

Rq∈R

EE[Rq,f ,w] (12a)

s.to max
Rq∈R,∆∈E

PERq[Γ] ≤ ϵ. (12b)

Since the coding rate of each Rq ∈ R and the blocklength are
fixed, the following equivalence applies to constraint (12b):

max
Rq∈R
∆∈E

PERq[Γ] ≤ ϵ ⇐⇒ min
Rq∈R
∆∈E

Γ ≥ PER−1
q [ϵ], (13)

where the minimum SNR requirement is computed from the
known PER vs SNR curve (8).

Note that, for a given encoder Rq , and in view of (10), the
energy efficiency is bounded for all feasible PER values as
BRq(1−ϵ)

Ptot
≤ EE[Rq,f ,w] ≤ BRq

Ptot
. Since ϵ will be small in

practice, it follows that the optimal beamformers for a given
channel encoder approximately minimize power consumption.
In view of this, we proceed in two steps as follows. Since
the set of available channel encoders is discrete, the optimum
beamformers for each Rq ∈ R are determined first, and then
the best channel encoder is selected:

• For each encoder Rq ∈ R, solve

(fq,wq) = argmin
f∈FLt ,w∈WLr

Ptot[f ] (14a)

s.to min
∆∈E

Γ ≥ PER−1
q [ϵ] (14b)

and compute the corresponding value of EE[Rq,fq,wq].
• Then, choose {Rq⋆ ,fq⋆ ,wq⋆} satisfying

q⋆ = arg max
1≤q≤p

EE[Rq,fq,wq]. (15)

III. ENERGY-EFFICIENT ANALOG BEAMFORMING DESIGN

In this section, we present a computationally-efficient
scheme to determine the optimal configuration according to
the design problem stated in Sec. II-B. We first determine
the worst-case post-processing SNR featuring in the constraint
(14b), by solving

Γ0 = argmin
∆

Γ s.to ∥∆∥2F ≤ δ2, (16)

where the constraint follows from the definition of the uncer-
tainty set (4). By virtue of the Cauchy-Schwarz inequality and
the constraint in (16), one has

|wH∆f |2 ≤ ∥∆∥2F∥w∥22∥f∥22 ≤ δ2Lr∥f∥22, (17)

since ∥w∥22 = Lr for all w ∈ WLr . This upper bound is
achieved when ∆ = σuvH , i.e., a rank-one matrix with u =
w

∥w∥ , v = f
∥f∥ , and σ = δ. Thereby, recalling (6),

Γ0(f ,w) =
γ

Lr

∣∣∣wHĤf
∣∣∣2

1 + γδ2∥f∥22
, (18)

where we have emphasized the dependence of the worst-case
SNR with the beamforming vectors. Then, problem (14) can
be rewritten as follows: for each encoder Rq ∈ R, solve

min
f∈FLt ,w∈WLr

Ptot[f ] (19a)

s.to Γ0(f ,w) ≥ PER−1
q [ϵ]. (19b)

Note that problem (19) is not convex, because: (i) the cost
function Ptot[f ], given by (11), contains an L0-norm, (ii) the
feasible sets FLt and WLr are discrete since PSs have finite
resolution, and (iii) constraint (19b) is not convex in f or
w. To sidestep these drawbacks, we first discuss a tractable
approach for the case of unquantized PSs. Subsequently, we
appropriately modify the solutions so obtained to account for
finite-resolution PSs.

A. The Case of Infinite-Resolution PSs

With unquantized PSs, the feasible sets for the entries of
transmit and receive beamforming vectors become F .

= {z ∈
C, |z| ≤

√
P} and W .

= {z ∈ C, |z| = 1}. Even in this
case, the coupling between f and w introduced by Γ0 makes
it difficult to find a closed-form solution to problem (19).
However, if either of the transmit or receive beamforming
vectors is kept fixed, the optimal value of the other vector
can be found, suggesting the following cyclic design:

1) Receive beamformer design. Since w is composed solely
of PSs, the objective in (19a) does not depend on w.
Thus, for a given f , the optimum w can be found as

max
w∈WLr

1

Lr

∣∣∣wHĤf
∣∣∣2 γ

1 + γδ2∥f∥22
. (20)
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λ =
±
√
ρqB [B(1 + γδ2ℓP ) + γδ2PA2 − (1 + γδ2ℓP )γδ2ρq]−

√
PAB

B (B − ρqγδ2)
, with A =

ℓ∑
i=1

|vi| and B =

k∑
i=ℓ+1

|vi|2 (28)

2) Transmit beamformer design. Let us define the effective
channel after combining as v

.
= ĤHw, and let ρq

.
=

PER−1
q [ϵ]Lr

γ . Then, for fixed w, problem (19) reads as

min
f

∥f∥22 + b∥f∥0 (21a)

s.to 0 ≤ |fi|2 ≤ P, 1 ≤ i ≤ Lt, (21b)
|vHf |2

1 + δ2γ∥f∥22
≥ ρq. (21c)

These steps are then iterated until convergence, and for each
channel encoder Rq ∈ R, after which the optimal configura-
tion is obtained via (15). The overall procedure is sketched in
Algorithm 1. Next, we present the solutions to (20) and (21).

Regarding subproblem (20), and recalling that the receiver
can only tune the phases of each antenna, it is readily seen that
the solution is an equal-gain combiner, given element-wise by

wi = exp(j∡(Ĥf)i) for i = 1, . . . , Lr. (22)

Whereas subproblem (20) has the simple closed-form solu-
tion in (22), further elaboration is needed to solve subproblem
(21), as it is not convex in its current form.

Note that (21a), (21b), and the denominator of the left-
hand side of (21c) depend on f through the magnitudes of its
entries only. Hence, the optimal phases are those maximizing
the numerator of the left-hand side of (21c), i.e.,

∡(fi) = ∡(vi), for 1 ≤ i ≤ Lt, (23)

such that subproblem (21) becomes real-valued. Using (23),

one has |vHf |2 =
(∑Lt

i=1 |vi||fi|
)2

, so that (21c) reads as∑Lt

i=1 |vi||fi|√
1 + δ2γ

∑Lt

i=1 |fi|2
≥ √ρq, (24)

which is a second-order cone constraint, and thus convex.
Therefore, the real-valued version of subproblem (21) is only
not convex due to the L0-norm in the cost function. To solve
it efficiently, we next present a sequential approach which
explores all possible Lt cases corresponding to the number
of active transmit antennas2.

We begin by assuming the magnitudes of the elements in v
arranged in non-increasing order, i.e.,

|v1| ≥ |v2| ≥ · · · ≥ |vLt |. (25)

This is without loss of generality, since the entries of v and
f can always be appropriately re-labeled.

Let f⋆ be the solution to (21), and let k⋆ = ∥f⋆∥0. If a
permutation is applied to the entries of f⋆ (of which only
k⋆ are nonzero), the objective in (21a) remains invariant,
and the constraint in (21b) is also satisfied. Therefore, the

2Note that this is not the same as exploring all possible 2Lt configurations
of active/inactive transmit antennas by exhaustive search.

optimal subset of non-zero entries of f⋆ maximizes the left-
hand side of inequality (24), as its right-hand side is also
permutation-invariant. By the rearrangement inequality [54]
and in view of (25), it follows that the subset of non-zero
entries of f⋆ is precisely {f⋆1 , f⋆2 , . . . , f⋆k⋆}, and that these
satisfy |f⋆1 | ≥ |f⋆2 | ≥ · · · ≥ |f⋆k⋆ |. These observations indicate
that the solution to (21a)–(21c) can be obtained by solving the
following Lt convex problems, for k = 1, . . . , Lt:

Pk : min
{|fi|}1≤i≤k

k∑
i=1

|fi|2 + bk (26a)

s.to 0 ≤ |fi| ≤
√
P , 1 ≤ i ≤ k (26b)∑k

i=1 |vi||fi|√
1 + δ2γ

∑k
i=1 |fi|2

≥ √ρq. (26c)

Then, denoting the minimum value of the objective for prob-
lem Pk as Jk, the optimal precoder satisfies ∥f⋆∥0 = k⋆ =
argmin1≤k≤Lt Jk. If problem Pk is unfeasible, it means that
activating k transmit antennas is not enough to guarantee the
desired operating PER.

As shown in Appendix A, problem Pk in (26) admits the
following closed-form solution:

|fi| =


√
P if 1 ≤ i ≤ ℓ,

λ|vi| if ℓ < i ≤ k,
0 otherwise,

(27)

where ℓ ≤ k denotes the number of active inequalities in
the second constraint of Pk, i.e., the number of antennas
transmitting at full power, and λ ∈ R+ is a scaling factor
common for all i = ℓ + 1, . . . , k, which is given in (28) on
the top of this page. Observing (28), note that for each pair
{k, ℓ} we have two possible values of λ, say λ+ and λ−,
depending on the chosen sign. If both λ+ and λ− are negative,
the pair {k, ℓ} cannot be optimal and need not be considered.
Otherwise, the value of λ for a given pair {k, ℓ}, namely λk,ℓ,
is selected according to the following rule:

λk,ℓ =


λ+ if λ+ > 0 and λ− < 0

λ− if λ+ < 0 and λ− > 0

min{λ−, λ+} if λ+ > 0 and λ− > 0

(29)

In particular, when both λ+ and λ− are positive, the selected
value is the one minimizing the power consumption. In any
case, the scaling factor λk,ℓ must also satisfy the per-antenna
transmit power constraint, i.e.,

λ2k,ℓ ≤
P

|vi|2
, 1 ≤ i ≤ k. (30)

Otherwise, the pair {k, ℓ} cannot be optimal and must not be
considered.

The structure of (27) is illustrated in Fig. 3, in which ℓ
antennas transmit at full power P and the remaining k − ℓ
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Fig. 3: General form of the power allocation coefficients |fi|2.

active antennas transmit with a power level proportional to
their effective channel power gain.

To determine the number of antennas transmitting at full
power (i.e., ℓ), we sequentially try ℓ = 0, 1, . . . , k: for each
pair {k, ℓ}, the minimum value of the objective in Pk is

Jk,ℓ
.
= ℓP + λ2k,ℓ

k∑
i=ℓ+1

|vi|2 + bk, (31)

so that Jk = min0≤ℓ≤k Jk,ℓ.
The whole cyclic power minimization is summarized

through the function CyclicMin in Algorithm 1. Note that
the sequence of objective values along the iterations is non-
increasing; thus, since the objective is lower bounded, this
sequence must be convergent [55]. To start the procedure, the
combiner is initialized based on the phases of the dominant
left singular vector of the channel matrix, as this constitutes
the optimum beamformer when the constraints on the feasible
sets are relaxed.

B. The case of Finite-Resolution PSs

In Sec. III-A no quantization was assumed for the trans-
mitter and receiver PSs. Practical PSs, however, can only
synthesize a limited number of phase shifts. Therefore, we now
introduce appropriate modifications to the cyclic optimization
procedure developed in Sec. III-A to take into account the
effect of finite-resolution PSs with quantized phases, so that
the feasible sets are given by (2)–(3) with Sf , Sw finite sets.

Consider first the design of the receive beamformer w for
a fixed transmit beamformer f . The optimum combiner for
problem (14) should still maximize the post-processing SNR
Γ as in (20), so that the problem becomes

max
{ψj}1≤j≤Lr
ψj∈Sw

|wHĤf | s.to wj = eȷψj , 1 ≤ j ≤ Lr. (32)

For discrete Sw, this has to be solved by exhaustive search,
which is too demanding for antenna arrays of practical sizes
in mmWave. But noting that |z| ≥ Re{z} for all z ∈ C, we
propose to maximize instead the lower bound

Re{wHĤf} =
Lr∑
j=1

|(Ĥf)j | cos(∡(Ĥf)j − ∡(wj)), (33)

subject to wj = eȷψj , with ψj ∈ Sw, for j = 1, . . . , Lr. The
lower bound in (33) is maximized by choosing

∡(wj) = Q
[
∡(Ĥf)j ; Sw

]
, 1 ≤ j ≤ Lr. (34)

Algorithm 1: Proposed Low-Complexity Energy-
Efficient Analog Beamforming System Design

Input: Ĥ , δ2, R, γ, ϵ, b, c, d, F , W
Output: {R⋆,f⋆,w⋆}

1 for q = 1 to p do
2 ρq ← (Lr/γ) · PER−1

q [ϵ];
3 {fq,wq} ← CyclicMin(Ĥ, δ2, γ, b, ρq, P );
4 Calculate EE[Rq,fq,wq];
5 end
6 q⋆ ← argmaxq{EE[Rq,fq,wq]}1≤q≤p;
7 {R⋆,f⋆,w⋆} ← {Rq⋆ ,fq⋆ ,wq⋆};

8 Function CyclicMin(Ĥ, δ2, γ, b, ρ, P )

9 Compute economy-size SVD of Ĥ;
10 ẑ ←Dominant left singular vector of Ĥ;
11 Initialize w ← exp(j∡(ẑ));
12 repeat
13 v ← Sort {|(ĤHw)i|}1≤i≤Lt

as in (25);
14 for k = 1 to Lt do
15 for ℓ = 0 to k do
16 Calculate λ via (28);
17 Find λk,ℓ via (29);
18 if λk,ℓ ∈ R+ and (30) holds then
19 Calculate Jk,ℓ via (31);
20 else
21 Jk,ℓ ← +∞;
22 end
23 end
24 end
25 {k⋆, ℓ⋆} ← argminkminℓ Jk,ℓ;
26 Calculate f via (23) and (27);
27 w ← exp(j∡(Ĥf));
28 until convergence;
29 return {f ,w}
30 end

Consider now the design of the transmit beamformer f
for a fixed receive beamformer w. With finite-resolution PSs,
problem (21) has to be modified into

min
f

∥f∥22 + b∥f∥0 (35a)

s.to 0 ≤ |fi|2 ≤ P, 1 ≤ i ≤ Lt (35b)
∡(fi) ∈ Sf , 1 ≤ i ≤ Lt (35c)
|vHf |2

1 + δ2γ∥f∥22
≥ ρq (35d)

with v = ĤHw. Again, the phases of f only affect the
numerator of the left-hand side of constraint (35d); thus, the
optimal phases should maximize |vHf | subject to ∡(fi) ∈ Sf ,
1 ≤ i ≤ Lt. As above, we choose to maximize instead the
lower bound Re{vHf}; this yields

∡(fi) = Q [∡(vi) ; Sf ] , 1 ≤ i ≤ Lt. (36)

However, with this choice, the product vHf is not real-valued
in general, which makes the constraint (35d) difficult to handle.
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TABLE I: Average execution time (in seconds) of Algorithm 1 when each Pk in (26) is solved as proposed in this work (Prop)
and through an interior point method (IPM). Results displayed for different number of transmit antennas Lt, Lr = 8 receive
antennas, different number of encoders p, different uncertainty levels δ2 = α∥Ĥ∥2F , and pre-processing SNR γ = −5 dB.

Full-Resolution PSs
α = 0 α = 0.5

Lt\p 3 6 9 3 6 9

16
Prop: 0.0030
IPM: 321.1383

Prop: 0.0041
IPM: 610.4178

Prop: 0.0058
IPM: 827.7133

Prop: 0.0007
IPM: 61.4557

Prop: 0.0024
IPM: 363.5050

Prop: 0.0029
IPM: 430.2995

32
Prop: 0.0031
IPM: 656.3687

Prop: 0.0056
IPM: 1.1448 · 103

Prop: 0.0147
IPM: 1.8197 · 103

Prop: 0.0014
IPM: 201.0266

Prop: 0.0045
IPM: 779.2636

Prop: 0.0060
IPM: 1.1264 · 103

64
Prop: 0.0056
IPM: 1.1467 · 103

Prop: 0.0099
IPM: 2.5337 · 103

Prop: 0.0186
IPM: 3.8792 · 103

Prop: 0.0048
IPM: 279.5878

Prop: 0.0114
IPM: 1.6307 · 103

Prop: 0.0149
IPM: 1.9979 · 103

128
Prop: 0.0127
IPM: 2.4541 · 103

Prop: 0.0239
IPM: 5.0474 · 103

Prop: 0.0396
IPM: 8.1332 · 103

Prop: 0.0162
IPM: 756.4053

Prop: 0.0364
IPM: 3.9966 · 103

Prop: 0.0492
IPM: 4.4594 · 103

256
Prop: 0.0379
IPM: 5.1309 · 103

Prop: 0.0680
IPM: 1.1351 · 104

Prop: 0.1078
IPM: 1.5690 · 104

Prop: 0.0710
IPM: 1.5723 · 103

Prop: 0.1615
IPM: 8.2371 · 103

Prop: 0.1998
IPM: 8.3257 · 103

Finite-Resolution PSs with bt = br = 4 bits
α = 0 α = 0.5

Lt\p 3 6 9 3 6 9

16
Prop: 0.0056
IPM: 374.5637

Prop: 0.0083
IPM: 813.0884

Prop: 0.0102
IPM: 844.9409

Prop: 0.0011
IPM: 62.5332

Prop: 0.0046
IPM: 403.3777

Prop: 0.0044
IPM: 446.4164

32
Prop: 0.0063
IPM: 833.4372

Prop: 0.0120
IPM: 1.5734 · 103

Prop: 0.0212
IPM: 2.4916 · 103

Prop: 0.0021
IPM: 246.3836

Prop: 0.0065
IPM: 982.1577

Prop: 0.0078
IPM: 1.2143 · 103

64
Prop: 0.0104
IPM: 1.7041 · 103

Prop: 0.0208
IPM: 3.3425 · 103

Prop: 0.0330
IPM: 5.1382 · 103

Prop: 0.0058
IPM: 297.7993

Prop: 0.0132
IPM: 1.8024 · 103

Prop: 0.0190
IPM: 2.1749 · 103

128
Prop: 0.0207
IPM: 3.6335 · 103

Prop: 0.0453
IPM: 5.9395 · 103

Prop: 0.0673
IPM: 1.0233 · 104

Prop: 0.0304
IPM: 804.4059

Prop: 0.0381
IPM: 4.1741 · 103

Prop: 0.0542
IPM: 4.5114 · 103

256
Prop: 0.1283
IPM: 7.1574 · 103

Prop: 0.1524
IPM: 1.4427 · 104

Prop: 0.1611
IPM: 2.2171 · 104

Prop: 0.1587
IPM: 1.0744 · 103

Prop: 0.2110
IPM: 8.4329 · 103

Prop: 0.2332
IPM: 8.5213 · 103

To sidestep this problem, we replace it by the tighter constraint
Re{vHf} ≥

√
ρq(1 + δ2γ∥f∥22), which reads as

1√
ρ
q

Lt∑
i=1

|vi||fi| cos(∡(fi)−∡(vi)) ≥

√√√√1 + δ2γ

Lt∑
i=1

|fi|2.

(37)
Note that the cosine terms in (37) will be non-
negative provided that the phase quantization errors satisfy
|∡(fi)−∡(vi)| ≤ π

2 (modulo 2π); for example, with uniform
phase quantization this holds for all resolutions bt ≥ 1.
Therefore, the same approach as in Section III-A can be
applied now, by replacing |vi| by |vi| cos(∡(fi)−∡(vi)) for
1 ≤ i ≤ Lt, which should be rearranged in non-increasing
order, and also replacing line 27 in Algorithm 1 by eq. (34).

C. Computational Complexity
Consider the CyclicMin function in Algorithm 1. The

complexity of the initialization step (lines 9-11) is domi-
nated by the singular value decomposition (SVD), which is
O(max(Lt, Lr)(min(Lt, Lr))

2). Since only the left dominant
singular vector is needed, this complexity can be further
reduced by computing a reduced-rank SVD. Then, some steps
(lines 13-27) are iterated until convergence. Finding the power
allocation coefficients is the most onerous operation, involving
the computation of λ (which is O(2Lt) since common param-
eters only need to be computed once) and the determination of
the number of antennas that transmit at full power. Hence, the
complexity of calculating the power allocation coefficients3,

3Note that each Pk in (26) is a second-order cone program (SOCP), which
could be alternatively solved through standard interior point methods with
worst-case complexity of O(L3

tK), where K, which is about O(
√
Lt),

denotes the required number of iterations to solve each Pk [56].
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Fig. 4: Convergence of the proposed algorithm for different PS resolutions,
with Lt = 128, Lr = 16, γ = 5 dB, and δ2 = 0.5∥Ĥ∥2F .

i.e., of solving problem Pk in (26), is O(2L2
t ). This has to

be repeated for each possible number of active antennas and
until convergence, i.e., MLt times, where M is the number of
iterations to achieve convergence. Thus, the complexity of the
CyclicMin function is O(2ML3

t ). With finite-resolution PSs,
since (34) and (36) have complexity O(2LrLt+Lr+2br+1Lr)
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(a) EE vs. γ for Lt = 32.
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(b) EE vs. Lt for γ = −5 dB.

Fig. 5: Performance evaluation of the worst-case design proposed in Sec. III: (a) EE vs pre-processing SNR γ; (b) EE vs number of transmit antennas Lt.
In both cases, the EE is plotted for different relative uncertainties: α = 0 (blue), α = 0.1 (red), and α = 0.5 (green). Different PSs resolutions are assessed:
infinite (thick solid), bt = br = 2 bits (dashed with square markers), and bt = br = 1 bit (thin solid with diamond markers).

and O(2LtLr +Lt + 2bt+1Lt), these operations do not incur
additional complexity for practical values of bt and br.

Regarding the main block of Algorithm 1, some operations
are repeated for each channel encoder in R. Since the PER vs.
SNR characteristics of channel encoders are known, the values
of {ρq}1≤q≤p can be computed offline and then selected from
a lookup table. The calculation of EE requires O(3Lt), and
the selection of the optimum configuration only requires p
comparisons, where p is the cardinality of R. Overall, the
computational complexity of Algorithm 1 is O(2MpL3

t ).
To illustrate the convergence speed of the proposed iterative

scheme, we depict in Fig. 4 the evolution of the cost function
for 25 different random channels (see Sec. IV-A). It is seen
that, in all cases, convergence is fast, taking only a few
iterations.

Finally, we compare in Table I the average execution time of
Algorithm 1 when each problem Pk is solved as proposed in
this work and through an interior point method (implemented
via CVX). These experiments have been run on the same
machine for different transmit array sizes Lt, different number
of channel encoders p, and different uncertainty levels. Mod-
eling channels as in Sec. IV-A, we show results for both full-
resolution and finite-resolution (with bt = br = 4 bits) PSs. It
is clear that the the proposed scheme is much faster (by several
orders of magnitude) than the interior point-based approach,
regardless of the parameter values. Remarkably, even with
Lt = 256 transmit antennas, p = 9 channel encoders, and
4-bit PSs, the proposed scheme obtains the solution in much
less than one second.

IV. SIMULATION RESULTS

We evaluate the proposed scheme for a setting in the 60
GHz band with bandwidth B = 100 MHz. Both nodes are
equipped with uniformly-spaced linear arrays (ULAs) with
half-wavelength element separation. The array size at the
receiver is Lr = 8; the transmitter will be specified afterward.
We consider uniformly quantized PSs at both nodes. The
per-antenna power constraint is P = 20 mW. The power
consumption model is the same as in [41], with Pref = 20

TABLE II: Coding rates in bits per channel use (bit/c.u.) and
target SNR for each channel encoder with n = 512.

Encoder R Coding Rate R [bit/c.u.] Target SNR PER−1[ϵ]
R1 2/3 −0.6505 dB
R2 4/3 3.0322 dB
R3 2 5.8090 dB

mW: Psw = 0.25Pref , Pps = 1.50Pref , Pvga = Plna = Pref ,
Padc = Pdac = 10Pref and Prfc = 2Pref .

Unless otherwise stated, we consider data packets consisting
of n = 512 complex symbols and a target PER of ϵ = 10−5,
so that the target SNR can be obtained from (8) as PER−1

q [ϵ].

A. Worst-Case Analysis

We first assess the performance of the proposed scheme in
the worst case described in Sec. III, i.e., the error matrix ∆ is
always assumed to be the most unfavorable one, i.e., (17), and
the post-combining SNR is evaluated as Γ0(f ,w) in (18).

We consider a transmitter equipped with p = 3 channel
encoders R = {R1,R2,R3}. The coding rates and the target
SNR for n = 512 symbols and ϵ = 10−5 are given in Table
II. To model the imperfect CSI available at both nodes, we
adopt a narrowband clustered channel representation based on
the extended Saleh-Valenzuela model [57], i.e.,

Ĥ =

Ncl∑
m=1

Nray∑
n=1

β̂mnaR

(
θ̂mn

)
aHT

(
ϕ̂mn

)
, (38)

where aT(ϕ) and aR(θ) are the transmit and receive array
steering vectors at directions ϕ and θ, respectively, and Ncl,
Nray, β̂mn, ϕ̂mn, and θ̂mn stand for the number of clusters, the
number of rays per cluster, the estimated complex path gains,
the estimated angles of departure (AoDs), and the estimated
AoAs. In the simulations, we consider Ncl = 3 and Nray = 7.
AoDs/AoAs are Gaussian distributed with a standard deviation
of 0.4 rad and mean cluster angles uniformly distributed within
[0, 2π]. Path gains are i.i.d. complex Gaussian distributed
with mean 1 dB and standard deviation 0.5 dB. The nominal
channel matrix in (38) is normalized so that ∥Ĥ∥2F = LtLr.
Results are averaged over 104 independent realizations.
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TABLE III: EE relative to the unquantized upper-bound for different quantization bits (bt and br), uncertainty levels δ2 =
α∥Ĥ∥2F , and pre-processing SNRs γ. Lt = 32, Lr = 8.

α = 0, γ = −5 dB
br\bt 1 2 4
1 77.40% 87.58% 92.21%
2 87.68% 94.78% 98.41%
4 92.85% 98.24% 100%

α = 0.1, γ = −5 dB
br\bt 1 2 4
1 45.95% 67.91% 77.43%
2 65.01% 80.92% 91.27%
4 72.47% 89.32% 98.79%

α = 0.5, γ = −5 dB
br\bt 1 2 4
1 5.51% 27.83% 51.76%
2 7.79% 31.89% 65.43%
4 14.21% 53.73% 98.39%

α = 0, γ = 0 dB
br\bt 1 2 4
1 87.83% 91.23% 93.79%
2 93.82% 95.95% 97.74%
4 97.12% 98.85% 100%

α = 0.1, γ = 0 dB
br\bt 1 2 4
1 54.22% 69.31% 78.41%
2 69.45% 82.86% 92.06%
4 77.36% 91.24% 98.82%

α = 0.5, γ = 0 dB
br\bt 1 2 4
1 7.05% 30.66% 51.55%
2 10.51% 37.19% 69.39%
4 17.77% 59.79% 100%

α = 0, γ = 5 dB
br\bt 1 2 4
1 93.89% 94.90% 96.16%
2 97.23% 97.77% 98.48%
4 99.80% 100% 100%

α = 0.1, γ = 5 dB
br\bt 1 2 4
1 58.80% 70.55% 79.50%
2 72.49% 84.62% 92.62%
4 80.49% 92.38% 99.28%

α = 0.5, γ = 5 dB
br\bt 1 2 4
1 8.06% 30.71% 49.60%
2 11.47% 37.39% 67.42%
4 19.40% 59.01% 95.63%

Regarding the uncertainty level δ2, similarly to [50], we set

δ2 = α∥Ĥ∥2F = αLtLr, α > 0, (39)

such that the Frobenius norm of the error matrix ∆ is
proportional to the Frobenius norm of the nominal channel;
α is referred to as relative uncertainty.

Fig. 5 illustrates the performance of the proposed scheme
in terms of EE normalized by system bandwidth vs. pre-
processing SNR γ and the number of transmit antennas Lt.
Focusing on the case α = 0 (corresponding to perfect CSI),
the EE performance with finite-resolution PSs is seen to be
close to that obtained in the unquantized case as long as
PS resolution is at least 2 bits; even with 1-bit PSs, the
loss becomes negligible for sufficiently high SNR and/or a
sufficiently large transmit array. Note that, on one hand, as
the SNR is reduced, more transmit power is needed to satisfy
the reliability requirement, and consequently the EE degrades.
On the other hand, for high SNR the attained EE saturates
due to the finite number of channel encoders available (see
Table II): in this regime, the channel encoder with the highest
coding rate sets the limit to the achievable performance.

For α > 0, CSI errors induce a loss on the worst-case post-
processing SNR Γ0, incurring an EE penalty. It is seen from
(18) that this loss is given by

Γ0|δ2=0

Γ0
= 1 + γδ2∥f∥2 = 1 + γαLrLt∥f∥2. (40)

As this loss increases, a higher power consumption will
become necessary to achieve the target SNR required by the
channel encoders, even with unquantized PSs. The presence
of the pre-processing SNR γ in (40) explains the behavior
of the curves in Fig. 5a for unquantized PSs: for high SNR,
the EE saturates at a lower value than that with no CSI errors.
Similarly, the presence of the term Lt∥f∥2 in (40) is the cause
of the degradation of the EE as the array size increases in the
presence of inaccurate CSI, seen in Fig. 5b.

It is observed that the EE penalty due to CSI errors becomes
more severe the coarser PS resolution is. For instance, consider
in Fig. 5a the case α = 0.5 with high SNR: with 2-bit
resolution PSs, the achieved EE is half that of the unquantized
case, whereas with 1-bit PSs the EE is reduced by a factor of

10. The reason is that the use of low-resolution PSs decreases
the beamforming gain, so that it may become necessary to
activate more antennas and/or use more transmit power to
satisfy the minimum PER requirement. This increased power
consumption results in the EE degradation with respect to the
unquantized case observed in Fig. 5.

More insights on the impact of the phase quantization bits
can be extracted from Table III. As CSI becomes less accurate,
more bits are required to attain full-resolution performance
even at high SNR. For low values of α, i.e., small CSI
uncertainty, increasing only bt or br yields similar benefits.
However, as α grows, increasing bt appears to be more
beneficial than increasing br. This is likely due to the fact
that with improved resolution in the transmit beamformer, the
PER requirement can be met with less transmit power, thus
ameliorating the impact of channel estimation uncertainties.
The impact of the blocklength n on the EE is depicted in Fig.

6, for different relative uncertainty levels, different number
of transmit antennas Lt, and different PSs resolutions. It is
seen that, under perfect CSI (α = 0), EE remains almost
constant. Since decreasing the blocklength increases the target
SNR of each encoder, the proposed scheme balances the
coding rate-power consumption tradeoff to maximize the EE.
When the blocklength increases, although the target SNR for
each channel encoder is relaxed, the system is limited by the
encoder with the highest rate. For α > 0, since CSI errors
induce a loss on the worst-case post-processing SNR Γ0, EE
improves as blocklength increases; nevertheless, performance
saturates once the encoder with highest rate is adopted.

The proposed scheme tunes the beamforming direction, the
per-antenna power control, and the rate selection to maximize
the EE given the PER requirement, all in the presence of
channel estimation errors. To illustrate the importance of
these three optimization dimensions, we compare next the EE
performance vs. the pre-processing SNR γ of the proposed
scheme and that of the following benchmarks:

(i) Maximum Information Rate (MaxRate): The per-antenna
power control and the beamforming direction are opti-
mized; only the encoder with the highest rate (R3 in this
setting) is used. This approach can be regarded as a short-
packet adaptation of [58].
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(a) bt = br = 1 bit.
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(b) bt = br = 2 bits.

Fig. 6: EE versus the blocklength with quantized PSs at pre-processing SNR γ = −5 dB. Results plotted for different relative uncertainties: α = 0 (solid),
α = 0.1 (dashed), and α = 0.5 (dotted); and for different number of transmit antennas: Lt = 32 (blue), Lt = 64 (red), and Lt = 128 (green).

(ii) Most Conservative Precoder (MCP): Similar to MaxRate,
but now only the encoder with the lowest rate (R1 in this
setting) is used.

(iii) Adaptive Uniform Power Allocation (AUPA): All trans-
mitting antennas are active and the power necessary to
attain the minimum reliability constraint for encoder q

pq
.
=

ρq(∑Lt

i=1 |vi| cos |∡(fi)− ∡(vi)|
)2
− ρqδ2γLt

(41)

is uniformly allocated; rate allocation is optimized. This
approach is a short-packet adaptation of the CMAB
approach typically used in the literature (see, e.g., [12]).

(iv) Fully-Digital Beamforming: Both transmitter and receiver
are implemented with fully-digital arrays consisting in a
baseband processor connected to each antenna through a
dedicated RF chain and a DAC/ADC (see, e.g., [14]). As
in [41], the power consumption model for this case reads

Ptot = ∥f∥2 + 2Pbb + Ltat + Lrar, (42)

where Pbb is the power consumed by the baseband
processor (assumed Pbb = 10Pref as in [41]), at = Prfc+
Pdac and ar = Prfc + Padc. Note that at, ar > 0. The
fully-digital transmit and receive beamformers (whose
design is sketched in Appendix B) aim at minimizing
power consumption for each channel encoder Rq ∈ R;
then, EE is maximized via rate allocation.

Fig. 7 shows the results for the different schemes in terms
of EE, as a function of the pre-processing SNR γ, for a
transmit array with Lt = 32 elements and perfect CSI (α = 0).
The proposed design with unquantized PSs provides an upper
bound to the performance of the remaining methods with quan-
tized phases, for which 2-bit phase resolution was considered
at both nodes. The performance of MCP is close to that of the
proposed design in the low SNR regime, but it saturates at high
SNR since it is limited by the attainable spectral efficiency
R1. AUPA performs similarly to MCP, although saturation
at high SNR is due to larger power consumption rather than
limited spectral efficiency. MaxRate practically achieves the
performance attained by the full-resolution configuration at
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Fig. 7: Comparison of the EE performance vs. pre-processing SNR γ achieved
with the proposed design with full and finite resolution PSs, and that exhibited
by MCP, MaxRate, AUPA, and Fully-Digital benchmarks for α = 0.

high SNR, but can only transmit under favorable channel
conditions, as expected. This illustrates the additional benefits
of optimally exploiting the availability of multiple encoders
and per-antenna power control over optimizing phase shifters
only, as in conventional CMAB approaches. Even with low-
resolution PSs, the proposed scheme outperforms the fully-
digital beamforming design, except at very low SNR, where
the possibility of implementing an SNR-optimal Maximal Ra-
tio Combiner (MRC) at the receiver side almost compensates
for the increased power consumption. In this limiting regime,
the proposed scheme with unquantized PSs and the fully-
digital design exhibit the same performance.

Figs. 8 and 9 show the results for α = 0.1 and α = 0.5,
respectively. In both cases, the full-resolution performance for
α = 0 (upper-bound) is depicted as reference. The most
noticeable difference concerning the ideal case (α = 0)
is that MaxRate significantly underperforms as α increases,
until becoming useless. Since a relative uncertainty α > 0
results in an SNR loss, the fully-digital design is able to
yield better performance than the proposed scheme with 2-
bit resolution at low-to-moderate SNR γ, since the additional
SNR gain offered by the MRC receiver justifies the additional
power consumption. AUPA performance worsens with α due
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Fig. 8: Comparison of the EE performance vs. pre-processing SNR γ achieved
with the proposed design with full and finite resolution PSs, and that exhibited
by MCP, MaxRate, AUPA, and Fully-Digital benchmarks for α = 0.1.

to larger power consumption, and MCP tends to achieve the
same performance as the proposed design. This is explained
by noting that, under the SNR loss induced by imperfect
CSI, encoders with lower rates eventually become preferable,
given their reduced SNR requirement to satisfy the fixed PER
constraint. This is illustrated in Fig. 10, which shows the
probability of using each encoder as a function of the pre-
processing SNR γ for Lt = 32. In the low-SNR limit, the
available power is not sufficient to meet the PER constraint
even when using the encoder with the lowest rate, so that all
antennas are deactivated and no transmission occurs, yielding
an outage event. As the SNR increases, the target PER can
be attained with more ease, allowing the use of encoders
with progressively higher rate. Since the post-processing SNR
worsens as the relative uncertainty α increases, outage events
occur even at moderate pre-processing SNRs, making encoders
with higher rates useless. This observation reveals that having
large codebooks is not necessarily useful unless the channel
encoders are suitable for each particular scenario and the spe-
cific operating conditions. For instance, for the case α = 0.5
shown in Fig. 10, having encoders with rates higher than
that of R1 would be useless, since they could not satisfy the
minimum SNR requirement under these conditions leading to
outage events. In contrast, system performance would improve
if encoders with lower rate than R1 were available.

B. Robustness Analysis

Next, we evaluate the robustness of the proposed design
under practical channel estimation errors. We assume that the
transmitter is equipped with Lt = 32 antennas and with the
set of p = 6 channel encoders described in Table IV.

TABLE IV: Coding rates [bit/c.u.] and target SNR for each
channel encoder for n = {256, 512} symbols and ϵ = 10−5.

Encoder R R [bit/c.u.] Target SNR (512) Target SNR (256)
R1 1/4 −4.5632 dB −3.5578 dB
R2 1/3 −3.5326 dB −2.6474 dB
R3 1/2 −1.9227 dB −1.1850 dB
R4 2/3 −0.6505 dB −0.0019 dB
R5 4/3 3.0322 dB 3.5164 dB
R6 2 5.8090 dB 6.2282 dB
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Fig. 9: Comparison of the EE performance vs pre-processing SNR γ achieved
with the proposed design with full and finite resolution PSs and that exhibited
by MCP and AUPA benchmarks for the case α = 0.5.

−20 −15 −10 −5 0 5 10
10−2

10−1

100

α = 0

Pr
ob

ab
ili

ty
of

Outage Selecting R2

Selecting R1 Selecting R3

−20 −15 −10 −5 0 5 10
10−2

10−1

100

α = 0.1

Pr
ob

ab
ili

ty
of

−20 −15 −10 −5 0 5 10
10−2

10−1

100

α = 0.5

Pre-processing SNR γ [dB]

Pr
ob

ab
ili

ty
of

Fig. 10: Probability of using each encoder R1≤q≤3 and probability of outage
vs. pre-processing SNR γ with full-resolution PSs for different values of α.

Since in typical mmWave scenarios CSI acquisition involves
the estimation of the parameters of the narrowband clustered
channel, i.e., the complex channel gains and AoDs/AoAs, we
model the actual channel matrix as

H =

Ncl∑
m=1

Nray∑
n=1

[(
β̂mn +∆βmn

)
aR

(
θ̂mn+∆θmn

)
× aHT

(
ϕ̂mn+∆ϕmn

)]
,

where ∆βmn, ∆ϕmn, and ∆θmn are the estimation errors of
the complex channel gains, AoDs, and AoAs, respectively. The
actual channel matrix H is normalized so that ∥H∥2F = LtLr.
Then, the error matrix ∆ is defined as

∆
.
= H − Ĥ, (43)
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Fig. 11: Robustness evaluation of the proposed design with Lt = 32 and bt = br = 2 bits, for packet size n = {256, 512}, σ2
β = 10−1, σ2

θ = 0.005, and
σ2
ϕ ∈ {0.005, 0.0005}. In all cases, the performance of the full-resolution design under perfect CSI is depicted in black, and different values of the relative

uncertainty have been tested: α = 0 (blue), α = 0.25 (red), α = 0.5 (cyan), α = 0.75 (magenta), and α = 1 (green). The empirical CCDFs are shown at
different pre-processing SNRs: γ = −5 dB (solid), γ = 0 dB (dashed), and γ = 5 dB (dotted). Results averaged over 104 Monte Carlo runs.
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Fig. 12: EE-PER tradeoff curves for Lt = 32 and bt = br = 2 bits, for σ2
β = 10−1; σ2

θ = 0.005; different DoD error variance: σ2
ϕ = 0.0005 (solid) and

σ2
ϕ = 0.005 (dashed); and different pre-processing SNR: γ = −10 dB (green) γ = −5 dB (blue), γ = 0 dB (red), and γ = 5 dB (cyan).

with Ĥ the nominal channel given in (38). The beamformers
are designed following the same worst-case approach of Sec.
III, and then the post-combining SNR is evaluated as in (6),
using the error matrix from (43). Note that δ2 (or equivalently
α) becomes a design parameter determining the tradeoff
between performance and robustness, to be tuned depending
on the expected quality of channel parameter estimates; and
that the attained PER becomes a random variable, depending
on the channel realization.

In the simulations, we consider again Ncl = 3 and Nray = 7.
The nominal channel parameters β̂mn, ϕ̂mn, and θ̂mn are
generated as described below (38). The estimation errors
∆βmn, ∆ϕmn, and ∆θmn are assumed independent, zero-
mean Gaussian distributed with variances σ2

β , σ2
ϕ, and σ2

θ ,
respectively. Taking as reference [11], [59], we have numer-
ically tested different error variances: σ2

β = {0, 0.01, 0.1},
σ2
ϕ = {0, 0.0005, 0.005}, and σ2

θ = {0, 0.0005, 0.005}; al-
though only illustrative cases are shown for the sake of brevity.
These experiments showed that angular errors have a much
larger impact than amplitude errors. For instance, whereas for
σ2
ϕ = σ2

θ = 0, small values of α suffice to counteract the
impact of amplitude errors (σ2

β > 0), larger values of α are
needed to guarantee the desired PER in the presence of angular
errors. Regarding these, AoD estimation errors were seen to
have a larger impact than AoA errors as far as Lt ≫ Lr.
Moreover, numerical results showed that even small AoD
estimation errors have a devastating impact in terms of PER.

To illustrate these observations, Fig. 11 shows the EE vs.
pre-processing SNR γ, as well as the empirical complementary
cumulative distribution function (CCDF) of the achieved PER
for σ2

β = 10−1, σ2
θ = 0.005, σ2

ϕ ∈ {0.005, 0.0005}, bt =
br = 2, n = {256, 512} and different values of the relative
uncertainty α. In the EE vs. γ plots, the proposed design with
full-resolution PSs and perfect CSI (thus α = 0) is depicted
in black as reference.

With 2-bit resolution PSs at both transmitter and receiver,
the non-robust design (α = 0) exhibits an EE performance
close to the upper bound for σ2

ϕ = 0.0005, with a somewhat
larger gap for σ2

ϕ = 0.005. With the robust design (α > 0), EE

degrades as the value of α is increased. This is the price paid
for robustness in terms of achieved PER: Note that, even for
σ2
ϕ = 0.0005, the non-robust design (α = 0) delivers a PER

that will be almost surely larger than the 10−5 requirement. In
fact, it will be smaller than 10−3 only with probability 0.3, ir-
respective of the pre-processing SNR γ, and further degrading
as σ2

ϕ increases. The importance of appropriately setting the
robustness parameter α is highlighted in Figs. 11b and 11d. Let
us consider, for instance, the design with α = 0.75 (magenta
line). Note that the achieved EE at γ = 0 dB is roughly the
same regardless of the value of σ2

ϕ; however, for σ2
ϕ = 0.0005,

the robust design with α = 0.75 guarantees a PER equal
to or smaller than the 10−5 requirement with probability
∼ 0.99, and with probability ∼ 0.91 for σ2

ϕ = 0.005. Similar
conclusions can be drawn when the blocklength is halved (i.e.,
n = 256 complex symbols). In this case, since the target SNRs
shown in Table IV are higher than for n = 512, higher values
of α are needed to guarantee the desired operating PER. For
instance, observing Figs. 11d and 11h, to guarantee a PER
below the 10−5 requirement with probability ∼ 0.91, α has
to be increased from 0.75 to 1 as the blocklength is halved.

This EE-PER tradeoff is further illustrated in Fig. 12.
Selecting a particular value of α fixes the operation point
on the corresponding curve. In this vein, higher values of α
guarantee a lower PER at the expense of worse EE. Note that,
as the AoD error variance increases, certain degradation of EE
may be necessary to reduce the average PER. We can conclude
that the choice of the robustness parameter α should be based
on the confidence in the AoD/AoA estimator, since these errors
have the greatest impact on error decoding performance.

V. CONCLUSIONS

We have addressed the design of energy-efficient analog
beamformers for short-packet communication at mmWave
bands, and adopting per-antenna power constraints and a finite
encoder set. It has been shown that directly maximizing EE
may not meet the required PER target. To satisfy reliability
demands, we posed the design as the minimization of power
consumption under worst-case CSI uncertainty. This admits a
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L(f̄ , {ti}, {ηi}, µ) = f̄T f̄ + bk +

k∑
i=1

ηi(P − eTi f̄ f̄
Tei − t2i ) + µ

(
1 + δ2γf̄T f̄ − 1

ρq
(f̄T v̄)2

)
. (45)

closed-form solution yielding a power allocation scheme in
which (i) only the minimum number of transmit antennas to
attain the target SNR are active; (ii) antennas having strong
channel gain are allocated maximum power; (iii) antennas
having weak channel gain remain silent; and (iv) power
allocation in the remaining antennas is proportional to their
channel gain. Then, maximum EE is achieved by appropriately
selecting the best channel encoder. The impact of different
parameters was numerically analyzed in terms of EE and PER,
showing that high-resolution VGAs can almost compensate
for the loss incurred with low-resolution PSs, as well as the
relevance of designing the degree of robustness to balance the
EE-PER tradeoff.

Future work will consider extensions to multi-user settings,
which require incorporating at least as many RF chains as
users to be served. Potential approaches include subarray-
based fully-analog beamforming and hybrid analog-digital
beamforming. While the former suffers from a low per-user
beamforming gain, the latter offers better spectral efficiency
at the expense of extra power consumption and computational
cost. Understanding the single-user solution derived in this
work should lay the foundation for developing scalable, sub-
optimal multi-user solutions.

APPENDIX A
We define the real-valued vectors f̄

.
= [|f1|, . . . , |fk|]T ∈

Rk×1 and v̄
.
= [|v1|, . . . , |vk|]T ∈ Rk×1 such that Pk in (26)

can be rewritten as

min
f̄ ,{ti}1≤i≤k

f̄T f̄ + bk (44a)

s.to P − eTi f̄ f̄
Tei − t2i = 0, 1 ≤ i ≤ k (44b)

1

ρq

(
f̄T v̄

)2 ≥ 1 + δ2γf̄T f̄ (44c)

where ei is the i-th column of Ik and {ti} are slack variables.
The Lagrangian associated to (44) is given by (45) on the top
of this page, with {ηi}1≤i≤k and µ the Lagrange multipliers
associated with (44b) and (44c), respectively.

The stationary point equation ∂L
∂ti

= 0 reveals that, whenever
the i-th per-antenna power constraint is active, i.e., ηi ̸= 0,
then f̄⋆i =

√
P . Otherwise, ηi = 0 and the stationary point

equation ∂L
∂f̄i

= 0 leads to

f̄⋆i =
µf̄T v̄

(1 + µδ2γ)ρq
v̄i = λv̄i, (46)

where λ is implicitly defined. Since f̄T f̄ is permutation-
invariant, and in view of this result, we note that the left-hand
side of (44c) is maximized when full power is allocated to the
strongest channels, say 1 through ℓ, whereas we must allocate
power according to (46) in the remaining k − ℓ ones. Thus,
the solution to (44a)–(44c) can be compactly written as

f̄⋆ =
√
P

[
1ℓ×1

0(k−ℓ)×1

]
+ λv̄ ⊙

[
0ℓ×1

1(k−ℓ)×1

]
. (47)

Next, we need to find the scaling parameter λ, for a given
ℓ. Note that the optimal precoder f̄⋆ must satisfy (44c) with
equality; otherwise, a scalar 0 < α < 1 would exist such that
αf̄⋆ is feasible and provides a lower value of the objective
(44a) than f̄⋆. Taking this into account, the scalar parameter
λ can be found by substituting (47) into (44c) and solving a
second-order equation, which leads to (28).

Finally, note that to completely define the power allocation
policy, we must determine the value of ℓ that minimizes (44a)–
(44c). This value cannot be obtained in closed form, and has
to be sequentially found as described in Algorithm 1.

APPENDIX B

For a fair comparison, we adopt per-antenna power con-
straints as in (2) so that the feasible set for f is FLt

fd = {f ∈
CLt | 0 ≤ |fi| ≤

√
P , ∀i}. Concerning w, its feasible set is

WLr

fd = {w ∈ CLr | ∥w∥2 = 1}. With these constraints, as
per (16), the worst-case post-processing SNR now reads as

Γ0(f ,w) = γ

∣∣∣wHĤf
∣∣∣2

1 + γδ2∥f∥22
. (48)

Since (48) couples f and w, similarly to (20)–(21), for each
Rq ∈ R we undertake the following cyclic design:

1) For fixed f , the optimal w can be obtained as

w̃ = argmax
w∈WLr

fd

Γ0(f ,w) = ∥Ĥf∥−1
2 Ĥf . (49)

2) For fixed w, the design of f can be cast as

min
f∈FLt

fd

∥f∥22 s.to Γ0(f ,w) ≥ PER−1
q [ϵ]. (50)

These steps are iterated until convergence. Regarding (50),
since ∥f∥22 is phase-invariant, the phase of each fi, for
i = 1, . . . , Lt, is given by ∡(fi) = ∡([ĤHw]i), so that (50)
becomes a SOCP that can be solved analogously to (26).
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